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Introduction: Compressed sensing (CS) can speed up magnetic resonance (MR) imaging by reconstructing images from few k-space data. However, the sparse 
approximation in CS plays a fundamental role in reconstructing a faithful image. Previous CS-MRI methods used pre-defined sparse transforms 1,2, which work well for 
only a certain type of images. Recently explored adaptive transforms 3-7 can provide a better sparse approximation to the target images. But these training processes are 
based on all the patches and usually time-consuming. In this work, we proposed a Fast Dictionaries Learning from the Classified Patches (FDLCP) to reconstruct MR 
images. This approach takes use of the geometric directions in classified similar patches followed by fast dictionary learning process. 
Method: The FDLCP reconstruction method can be simplified into four processes and the 
flowchart is shown in Figure 1. First, a reference image is produced by using the classic 
shift-invariant discrete wavelet transform (SIDWT)3. Second, patches are classified into several 
classes based on their geometric directions (Figure 2(b)) 3. Third, an orthogonal dictionary is trained 
for patches in the same class via a fast learning method 8. Finally, the MR image is reconstructed 
from the undersampled k-space data using the trained dictionary. Repeating the training and 
reconstruction processes in FDL can obtain a higher quality of reconstruction. 
The MR image is reconstructed by solving the following minimization problem: minܠ λ2 ܡ‖ − ଶଶ‖ܠ܃۴ +෍෍ฮશ୩۱୩,୯܀୯ܠฮଵ୕

୯ୀଵ
୏
୩ୀଵ 	 				s. t.				શ୩୘શ୩ = ۷(k = 1,2, …K)								(1) 

where ܀୯ is an operator denoting extracting patches, ۱୩,୯ is an indicator function implying that 
whether the q୲୦ patch belongs to k୲୦ class or not, and શ୩ is a trained dictionary for k୲୦ class 
patches. The l2 norm term enforces data consistency, the l1 norm term promotes sparsity, and the 
parameter λ is the tradeoff between the sparsity and the data consistency. 
Results: The T2-weighted brain MR imaging data (size 

256ⅹ256) is acquired from a healthy volunteer by a 3-T 
Siemens Trio Tim MRI scanner using the T2-weighted 

turbo spin echo sequence(TR/TE=6100/99ms, 220 ⅹ

220mm2 field of view, 3 mm slice thickness) 3. The 
proposed FDLCP method is compared with another 
adaptive reconstruction method called PBDW 3. Figure 2 
(c-d) shows the proposed method suppressed the artifacts 
better than PBDW. The reconstruction error, the relative l2 
norm error (RLNE)3 of FDLCP is 0.0887, which is lower 
than that 0.0923 using PBDW.  
Conclusions: We proposed a dictionaries learning method 
in compressed sensing MRI, which fast learns adaptive 
dictionaries from the classified patches with the same 
geometric structures. The trained dictionaries take 
advantage of the patches structure information and 
providing better sparse representations. The proposed 
method shows its advantage over the recently proposed 
patch-based dictionary learning method, PBDW, both in 
reducing artifacts and minimizing reconstruction error. 
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Fig. 1. The flowchart of FDLCP reconstruction method 

 

Fig. 2. A comparison of FDLCP method versus PBDW method. (a) Cartesian sampling pattern 
with 35% data sampled; (b) a region of classified reference image in which the red lines indicate 
the geometric direction of patches; (c) one of the classified patches that has the vertical geometric 
direction; (d) the corresponding adaptive dictionary to the classified patch in (c), each small block 
stands for an atom base; (e-f) reconstructed image using CATF and its reconstructed error; (g-h) 
reconstructed image using PBDW and its reconstructed errors. 
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