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Intravoxel incoherent motion (IVIM) MRI is a method to extract perfusion and diffusion information from 200 100 100
diffusion weighted MR data using a bi-exponential fit'. The ability of the method to estimate IVIM - i ® 3
parameters precisely was investigated by Pekar et al. for the relatively low perfusion fraction typical of the «& 100 [ s 0 s0°
brain (5%)’. They showed that an SNR of 400 was required to achieve a relative precision of 20% in the 50 |3 :‘-‘ AAAAAA i ,,,,,,,
perfusion fraction f,. In the past years, the interest in IVIM MRI has increased for the purpose of detecting RS *Poevecs ;| Yeesssees ;) teseeeses
lesions in well-perfused organss's. A recent study showed that IVIM parameters are sensitive to signal from 'Bé 0 Lo 100 Lo 100 Lo
vascular components, by comparing the IVIM parameters with and without applying blood suppression in g 150 1 * : ¢ 5‘”"fgm
well-perfused organs®. The purpose of this study was to investigate the performance of IVIM MRI by Monte J2 o s0 L) olg S(b’d"“_'_
Carlo simulations, including high perfusion fractions typical of tumors and well-perfused organs. e é s0 '.. ,,,,, L fmf e
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For IVIM MRI parameter extraction there are two commonly used fit methods: the direct fit*® and the SNR

segmented fit"*. With the direct fit, the bi-exponential function®: S(b) = So(fy e PPp + (1 — fo) e7PPt) is  Figure 1 Relative estimation precision of f, and D, for different
directly fitted to data points representing the signal intensity for a number of b-values, Sy is the initial fp e Values, with b, o; = 200 for the segmented fit. The grey

signal amplitude, f, is the perfusion fraction, D, is the pseudo-diffusion coefficient originating from vascular dashed line indicates the acceptable relative precision of 20%.
components and D is the true diffusion coefficient. In this direct fit S, f,, D, and D; are the fit parameters.

The segmented fit uses a mono-exponential fit first on higher b-values (b 2 b..r.of) to extract D; and f,. Then Fririe = 0,05 Foirwe =015 Frirue = 0,25

the bi-exponential function defined above is fitted to the measured signal at all available b-values while _| ™ my 1

keeping D; and f, fixed to the estimated values from the first step, leaving Sp and D, as fit parameters™’, Iﬁl 1: .. ot r

To investigate the accuracy and precision that can be achieved in IVIM parameter estimation with IVIM g » 3 o3y .\'.' vooses

MRI, Monte Carlo simulations were performed in Matlab (2013b, Mathworks, Natick, MA). The IVIM signal < _ L o m"::o" o o 2:0"'4;0"

was simulated using the bi-exponential function defined above, where the signal was normalized: Sg e = 1 X e 100 o 100

and the true values of the other parameters were adapted from literature: Dy e = 15-10° mm?/s **, Dytrie = S “f 150 o b

1-10° mm?%/s %%, fo,true = 0.05, 0.15 and 0.25; perfusion fractions from the brain®, tumors® and well-perfused E 100 oo 50l 50 ',

organs®®. The b-values at which the signal was sampled were comparable to those used in other studies®*: E f 50 .'.. . kY

b =0, 25, 50, 75, 100, 150, 200, 400, 600 and 800 s/mm’. Gaussian noise was added to the signal for SNR | o~ “"fecees o CetessiEy, Ceessiiin

values based on S(b=0) of 10, 20, 30, 40, 50, 100, 150, 200, 250, and 500. 2 200 10 o 160 —
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The simulated signals were fitted with an iterative non-linear least squares fit (Matlab 2013b, Mathworks, § 1% ' 2 e si)direct

Natick, MA) with the following starting values and lower and upper boundaries: f, start = 0.15, fy,i0w= 0, foupp = ".3 10 N % oy

1, Dyt = 15:10° mm?/s, Dpjow= 0 MM’/s, Dpupp = 0.1 MM?/s, Dystare = 1-10° mMm?/s, Do = O mm?/s, Dupp= §| . “$s0sugs , ‘tesennes ’a....,,,,

0.1 mm®/s. N = 1000 trials were performed for a simulation of the direct fit and for simulations of the 0o 200 400 o 200 400 0o 200 400

segmented fit using the following beyt.of values: 150, 200 and 400 s/mmz. The relative estimation precision SNR

(estimation variation over all trials) and accuracy (mean absolute estimated error over all trials) of the fit Figure 2 Relative estimation accuracy of £, for different £,

parameters f, and D, were used for analysis as percentage of f,, true and Dp tre. values using different b, .1 for the segmented fit.

Results

Figure 1 shows the relative estimation precision of f, and D, for the direct fit and the segmented fit using beyt.ofr = 200 s/mm”’. The acceptable relative precision in f, of
20% defined by Pekar et al.” is indicated by a dashed line. To achieve this precision with fotrue = 0.05 it requires an SNR of about 300 with the direct method. With
increasing f, the required SNR decreases for both fit methods: SNR = 100 suffices for f, i = 0.15 for both methods, for f, e = 0.25 an SNR of 50 suffices for the direct
fit and an SNR of 40 for the segmented fit. For f, . = 0.25 at SNR = 75, D, can be estimated with 20% relative precision using the segmented fit. Figure 2 shows the
relative estimation accuracy of f, for the direct fit and the segmented fit using all be,e.of Values. The estimation accuracy increases with increasing f, e for both fit
methods, but the segmented fit shows a bias (systematic error) at higher f, which is highest for lower byr.of.

Discussion & conclusion

The simulations confirm that a high SNR of 300 is required to achieve a relative estimation precision of 20% in f, with the direct fit method at a perfusion fraction
typical of the brain (f, e = 0.05), similar to the SNR of 400 reported by Pekar et al., where Dy e, = 10-10° mmz/s was used’. However, our results show that at a
perfusion fraction expected in well-perfused organs (f,«e = 0.25) an SNR of 50 suffices with the direct fit and an SNR of 40 suffices with the segmented fit. The
segmented fit method shows systematic accuracy errors that persist at high SNRs (Fig.2), specifically at higher f, ... The bias reduces when using higher b5 values,
suggesting the influence of residual signal from the perfusion component in the mono-exponential step of the segmented fit. Our results suggest that it is feasible to
retrieve perfusion parameters at realistic SNRs with acceptable accuracy and precision using IVIM MRI for perfusion fractions typical of tumors and well-perfused
organs. Especially at the high perfusion fractions found in these tissues, care should be taken when choosing b in relation to D, with the segmented fit method to
avoid systematic errors caused by residual perfusion signal. THIS RESEARCH WAS SUPPORTED BY THE CENTER FOR TRANSLATIONAL MIOLECULAR MEDICINE (HIFU-CHEM)
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