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INTRODUCTION Graphics processing units (GPUs) are used today in a wide range of applications, mainly because they can dramatically accelerate 
parallel computing, are affordable and power efficient. In the field of medical imaging, GPUs can make computationally demanding algorithms practicle, 
e.g. for image reconstruction1. For fMRI, GPUs have recently been used to speedup non-parametric statistical methods2,3, which can be more reliable than 
parametric methods used by most software packages4. Here we demonstrate the utility of GPUs for multivariate fMRI analysis. The searchlight algorithm5 
is a popular choice for locally-multivariate decoding of fMRI data. For each voxel, a classifier is trained to discriminate between different brain states, by 
using voxels within a neighborhood search volume. A performance measure, typically the classification accuracy, is then saved in the center voxel. A 
substantial drawback of the searchlight is that it is computationally demanding. This is especially true for large searchlight spheres, non-linear classifiers, 
cross validation schemes and statistical permutation testing. Here we therefore present a GPU implementation of the searchlight algorithm, which is over 
8000 times faster than a simple Matlab implementation and about 21 times faster than a parallelized Matlab implementation. 
 
METHODS Voxel-wise p-values for the searchlight can be calculated from the 
classification accuracy, through the binomial distribution. This can, however, be overly 
permissive if cross-validation is applied6. Another problem is in how to correct the p-
values, both for multiple comparisons and for cluster threshoding. A non-parametric 
approach, such as a random permutation test, can solve these problems empirically, by 
deriving a null distribution from the data itself2. However, p-values that are corrected 
for multiple comparisons require several thousand permutations. According to recent 
work6, 10,000 permutations containing training and evaluation of a support vector 
machine (SVM) classifier would take about 277 hours on a CPU.  
 
In each brain voxel, a linear one layer artificial neural network (ANN) was 
trained with a searchlight (diameter 3 voxels, total of 19 voxels) to classify the 
brain activity. Leave-one-out cross validation was applied to estimate the 
classification accuracy. The GPU implementation was done with the CUDA 
programming language, such that each GPU thread performed the calculations 
for one voxel. fMRI data of a simple hand motor task (20 s rest, 20 s activity, 
four periods), collected with a Philips Achieva 1.5 T MR scanner, was used to test our implementations. The size of the dataset was 80 volumes of a 
resolution 64 x 64 x 22 voxels. The physical size of each voxel was 3.75 x 3.75 x 3.75 mm and the repetition time was 2 seconds. Prior to the decoding, 
motion correction and cubic detrending was applied. Whitening with a voxel specific AR(4) model was applied prior to the permutations (as a permutation 
test requires that the labels can be exchanged under the null hypothesis). The GPU implementation was compared to a straightforward Matlab 
implementation and a parallelized Matlab implementation using the open multiprocessing (OpenMP) library, which makes it possible to use all the CPU 
cores. All processing was done using a workstation equipped with a 3.5 GHz Intel Core i7 CPU and an Nvidia GTX 680 graphics card. For the multi-GPU 
implementation, two Nvidia GTX 690 graphics cards were used (yielding a total of 6144 processor cores in a single PC). 
 
RESULTS The resulting processing times for the different implementations are given in Table 1. The information map thresholded at p = 0.05, corrected 
for multiple comparisons, is given in Fig. 1 and the estimated maximum null distribution of the classification accuracy is given in Fig 2. 
  
Table 1 Matlab Matlab OpenMP Single GPU Multi-GPU 
Searchlight ANN 962 s 2.5 s 0.11 s Not performed 
Searchlight ANN,  
10 000 permutations 

111 days 7 h 19 min 5 min 

 
DISCUSSION We have presented a GPU implementation of the searchlight algorithm. The 
GPU implementation is 8300 times faster than a straightforward Matlab implementation and 
about 21 times faster than a parallelized Matlab implementation. By applying a random 
permutation test with 10,000 permutations, the maximum null distribution was estimated to 
calculate corrected p-values (both for voxels and clusters). Here we have used an ANN due 
to its simplicity, in future work we will also implement GPU based searchlight for SVM7. 
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Fig 2. The estimated null distribution of the   
maximum cross-validated classification accuracy 

and the voxel-wise threshold for corrected p = 0.05  
(marked RPT). 

Fig 1. Left: A single searchlight computation, un-thresholded due to the lack 
of p-value estimates and correction for multiple comparisons.  

Right: The information map thresholded at a cluster level of p = 0.05, 
corrected for multiple comparisons using 10,000 permutations. 
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