
Figure 2. Fractional error in parameter estimates plotted against Gd concentration for a: 
meningioma and b: glioma.  

Figure 1. Simulated values of Ct (true concentration, solid) and Ct
’ (estimated 

concentration, dashed) for a: meningioma and b: glioma.  
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Introduction: Dynamic Contrast-Enhanced MRI (DCE-MRI) is used to characterize the microcirculation in pathologies ranging from cancer to 
multiple sclerosis. With the extended Tofts model, tissue contrast concentration, Ct, is given by, 
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where Cp is the plasma concentration vp the fractional plasma volume, ve the volume of the extravascular, extracellular space and Ktrans the vascular 
transfer constant (1). Given Cp the other parameters may be estimated by fitting Eq. [1] to the measured tissue concentration curve. 
Contrast concentration is normally calculated assuming that the change in relaxation rate is linearly proportional to gadolinium concentration, [Gd]. 
However, this is known to be untrue in tissue (2,3). In this study we used computer simulations to investigate the effect of non-linearities on the 
accuracy of first-pass, T2* weighted DCE MRI estimates (4) of vp, ve and Ktrans.  
 

Methods: Cp was simulated using the bolus shape function described by Johnson et al. (4) with parameters found by averaging measurements in five 
glioma patients. Ct was then calculated using Eq. [1] with typical parameters for meningiomas (vp = 0.08, ve = 0.4, and Ktrans = 0.3 min-1) and gliomas 
(vp = 0.05, ve = 0.2, Ktrans = 0.08 min-1) (5). Signal intensity curves were then calculated for a T2* weighted sequence assuming that 

 2*2 tt bCaCR +=Δ  [2] 

and with values of a and b measured in a yeast phantom (6). Erroneous estimates of concentration, Ct
’, were then obtained from these signal intensity 

curves by assuming a linear relationship between ΔR2* and concentration (i.e., assuming b in Eq. [2] is zero). Finally, Eq. [1] was fitted to these 
estimates to obtain the erroneous estimates of of 
vp, ve and Ktrans. 

Results: Figure 1 shows plots of simulated Ct 
and Ct

’ for a standard dose of Gd (0.1 mM). 
Figure 2 shows a plot of fractional error in vp, ve 
and Ktrans plotted against Gd dose for glioma and 
meningioma. With standard dose, the error in 
estimated parameters ranges from 5 – 10% in 
meningioma and 1-5% in glioma. Triple dose 
increases errors in meningioma and glioma 
estimates to between 20 – 30% and 5 – 15% 
respectively. 

Discussion and Conclusion: Fractional error 
increases approximately linearly with dose in all 
three estimated parameters. This finding can be 
confirmed theoretically using the Tofts model. 
Errors in parameter estimates are relatively small 
using a standard dose of Gd even with the 
vascular, leaky meningioma. However, larger 
doses may lead to more substantial errors. 
Similarly errors may be greater when 
concentrations are derived from T1 or T2 
weighted sequences or with different tracers.  
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