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Introduction 
The segmentation of MR brain imaging has significant applications in brain morphometric studies. There are a large number of approaches for MR brain image and/or 
surface segmentation methods that include edge detection and segmentation[1], classification methods[2], region growing methods[3], and deformable contour and 
surface methods[4]. Most of these methods are based on an assumption that the intensities of each tissue class are relatively constant. However, this assumption is not 
true for high-field MR images (> 3T) due to severe B1 inhomogeneity. This non-uniformity may produce up to 30% variation of image intensity [5] and is especially 
severe for ultra high-field MR system (>7T). Although this problem may be alleviated by using some correction techniques, how to accurately model the 
inhomogeneities distribution is still an open question. Most of above image segmentation approaches fail to provide accurate results. In this paper we will show a novel 
approach to improve segmentation accuracy by designing a learning mechanism to recognize the radiologists segmented results and also derive an algorithm to adapt 
the learned information to the slowly changes of the sequential (adjacent) image in an automatic manner. 
Methods 
MR brain images were generated from a 4T Varian whole body MRI system using the MDEFT 3D imaging sequence [6]. Markov models were employed to derive a 
recursive algorithm for computing the maximum a posteriori probability (MAP) )()|),(()),(|( ωωω pyxIpyxIp ∝ , where },,{ 321 ωωωω ∈ denoted the tissue assignment, 

and ),( yxI was the image intensity at position ),( yx . In many applications, the conditional class probability distribution )|),(( ωyxIp  was modeled by a single Gaussian 

distribution. In here, for the image intensity inhomogeneity, we modeled it by a mixture Gaussian model with N mean vectors, where 321 NNNN ++=  denoted the total 

number of mean vectors (or cluster centers) with 1N , 2N , and 3N centers in WM, GM, and CSF, respectively. The priori probability )(ωp  model was based on a 2-D 

Markov Random Field (MRF) [7]. Then, we designed a learning mechanism that learned from an MR brain image that had been segmented into WM, GM, and CSF 
regions provided by radiologists. The learning mechanism consists of two major parts: i) the learning process and ii) the verification process. Firstly, the learning 
process uses a modified K-mean (MKM) algorithm to do knowledge abstraction and representation. In order to make sure that all learned cluster centers were located 
within the region of their representations, we used the adaptive sample set construction (ASSC) [8] algorithm to increase the number of centers for each erroneously 
designated center until no erroneously designated centers existed. Secondly, the verification process was applied to verify the validity of the learned knowledge using a 
MRF decision algorithm operating on the same image. Then, with the resulting learned cluster centers and parameter settings, we applied the MRF decision algorithm 
to the subsequence MR brain images to obtain the segmentation results. Furthermore, an adaptive algorithm was also provided to adjust the learned knowledge to the 
slowly varying subsequent MR brain images sequentially all in an automatic manner without human intervention. 
Results 
The MR images were first preprocessed by MRIcro (www.mricro.com) to eliminate the skull. Figures 1(a)–(d) show the original image, radiologists manually drawn 
segmentation, the position of WM cluster centers (blue dots) for the learning mechanism and the segmentation results using the proposed algorithm, respectively. The 
accuracy of the results compared with the radiologists’ manually drawn segmentation is 93.3%(WM), 92.0%(GM), and 90.3%(CSF). The segmentation accuracy of the 
artificial shifted MR image is listed in Table 1. Figures 2 (a) and (b) show one of original subsequent image slices (3 mm off the trained slice) and its segmentation 
result by using adaptive learning algorithm with accuracy of 90.9%(WM), 84.4%(GM) and 82.8%(CSF) .  
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Shift 
pixels 1 2 3 4 5 6 7 8 9 10 

WM 93.8% 93.6% 93.0% 91.8% 90.5% 89.4% 87.7% 86.2% 85.2% 84.9% 
GM 92.1% 91.8% 90.8% 90.1% 89.1% 87.9% 86.5% 86.0% 84.6% 84.4% 
CSF 90.3% 90.7% 90.8% 89.5% 88.2% 86.4% 84.2% 82.2% 79.5% 78.3% 

Table 1. The accuracy of segmentation results of the artificial shifted MR image. 

Figure 1 (a) original MR image, (b) radiologists drawn segmentation, (c) the position of WM mean 
vector centers, (d) the segmentation result using our methods. 

    Figure 2 (a) one of original subsequence images 
    (b) segmentation result 

Discussion/Conclusion 
    In this paper, we provide a new MR brain segmentation scheme using the mixture Gaussian 
Model and MRF, which is less sensitive to the B1 inhomogeneity. The preliminary results 
showed that our method provided a highly accurate and robust mechanism to duplicate WM, 
GM, and CSF provided by the radiologists and could be used to improve the performance of 
subsequence image segmentation.  
    As shown in Table 1 and Figure 2, the segmentation of CSF is less robust than that of WM 
and GM. This larger amount of misclassification is mainly due to its extremely complex 
structure in cortical sulci. Our future work will concentrate on more powerful learning 
algorithm that can describe complex matters such as CSF more precisely.  
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