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Introduction: For ultra-high field imaging, many sequences are limited by the increased RF energy deposition into the subjects, which is conventionally quantified by Specific Absorption Rate (SAR). Currently, the SAR during scan is calculated by the pulse energy method, which can only estimate the global SAR and then further infer the local SAR. This method has two drawbacks. First, it is an indirect estimation method, therefore scan subject’s safety cannot be guaranteed. Second, in case that SAR is over estimated, unnecessary scan limitations will occur. In this work, we present a PRF-based MR thermometry method to supervise the RF energy deposition with real-time temperature measurement.

Theory and Methods: Requirements of Temperature Map: According to FDA Guidelines for Magnetic Resonance Equipment Safety, \(^1\) the temperature increase should be less than 1°C in human brain. To accurately monitor the temperature change within 1°C, the precision of MR thermometry must be 0.1°C or higher. To approach real-time measurement the total acquisition time for each temperature measurement should be less than 10 seconds, hence repeating measurement every 5-min only increase the total scan time by 3%. Based on SAR simulation in previous studies, \(^2\) the local hotspot could be as small as 13 mm*14 mm*15 mm. To catch this local SAR increase, image resolution of 3.4x3.4x3.4 mm3 would be sufficient, in which case covering the hotspot with more than 60 voxels.

Precision of PRF-based thermometry: For PRF method, \(\Delta T = \frac{\Delta \phi}{\omega_{\text{RF}} T_{\text{E}}} \) (1) and \(\delta_{\Delta T} = \frac{\delta_{\Delta \phi}}{\omega_{\text{RF}} T_{\text{E}}} \) (2), where \(\omega_{\text{RF}}\) and \(\delta_{\phi}\) is the standard deviation of the temperature map and phase difference image, respectively. As shown in Equation (1) and (2), the temperature change is calculated by the temperature-dependence phase difference and the precision of the temperature map (\(\delta_{\phi}\)) is inversely proportional to SNR. \(^3\) To verify Eq.2, a simulation result is compared to the measured data in a tofu phantom. The precision was calculated by the spatial standard deviation of the temperature values in a region containing 10,000 voxels, without temperature variation or signal inhomogeneity. The phantom was imaged on 3T Siemens Tim Trio system using a GRE sequence (TE1/TE2/TR=20/50/100 ms, FOV=128×128 mm\(^2\), matrix =128×128, slice thickness=2 mm) and flip angle was varied from 15 to 45 to achieve different SNR in the temperature maps.

Real-time temperature map with high-SAR sequence: To verify the temperature increase induced by a high-SAR sequence, the following experiment was implemented in an agar gel phantom on 7T Siemens Magnetom system with a Nova medical volume transmit and 24-ch receive coil. A short repetition TSE sequence was used as high-SAR sequence with total scan time of 3:18 min and SAR=100%, which is the largest allowable SAR value on scanner for first level controlled mode (4W/kg). For the PRF method, single shot EPI was used with the following parameters: TE/TR=30/2000 ms, FOV=160×160 mm\(^2\), resolution= 2.5×2.5×3.5 mm\(^3\), number of slices=21, TA=2 s. To verify the temperature increasing, four thermo-optic probes (AccuSens; OpSens, Quebec, Canada) were placed into the phantom as shown in Fig.2 (P1, P2, P3, P4). Probe 3 was located near the middle of the phantom and was used as a reference to remove the phase drift. \(^5\) More detail on this is included in the discussion section. In the experiment, a phase map was first acquired with ss-EPI as the baseline. Next, the high SAR TSE was applied 3 times continuously, each time immediately followed by an ss-EPI-based PRF temperature measurement.

Results: As shown in Fig.1, the precision is inversely proportion to SNR at different TEs, which agree with the simulation of Eq.2. According to Eq.2, on 7T with TE=30 ms, a SNR over 30 could provide a temperature precision higher than 0.1°C. Fig.2 shows evolution of the temperature map of the center slice as the high-SAR sequence was applied continuously. At the locations where probes were inserted, the values of the temperature map is consist with the values recorded by the thermo-optic probes. Such as, at 10th min, the values of temperature map (probes) are 0.10°C, 0.19°C, 0.08°C (0.07°C, 0.17°C, 0.11°C), respectively. The largest difference between temperature map and probe measurement is 0.03°C across the whole experiment.

Conclusion and Discussions: In this work, we show that temperature increase by the RF energy deposition can be measured by PRF thermometry method with a very high precision (<0.1°C) within a very short time (2 s) with reasonable spatial resolution (2.5×2.5×3.5 mm\(^3\)) and coverage (160×160×73 mm\(^3\)). This method might be used to monitor temperature change in subjects directly, which would be especially useful for ultra-high field imaging. In our experiments, a global phase drift was observed without any temperature change, which would introduce a global phase error in the temperature measurements. To avoid the phase error, probes 3 was used as the reference and assume to be at constant temperature throughout the scan. Therefore, the temperature maps in Fig.2 are actually temperature difference maps. Our future work include considering phase drift over time by other more reliable methods, for example, a fat phantom could be used to as the constant reference, linear plane fit method and PRF combined with Diffusion method. \(^6\)
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