A method for efficient and robust estimation of low noise, high dynamic range B0 maps
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Introduction: Accurate estimation of field inhomogeneity maps is of critical importance in numerous MR applications, including EPI distortion correction, fat-water separation, MR spectroscopy, etc. The usual method is to estimate the field map from multiple scans of the object acquired at different echo times [1-3]. A fundamental accuracy-robustness trade-off exists in such multi-echo field map estimation techniques: a large difference between the echo times reduces the maximum detectable inhomogeneity value while a short echo time difference yields unreliable measurements with high variance. In this work, we present a practical acquisition method, and a corresponding reconstruction algorithm, which yield field map estimates that are not subject to this fundamental accuracy-robustness trade-off.

Theory and Methods: Consider the spatial-domain MR signal obtained with a Gradient Echo (GRE) pulse sequence at different echo times. Using the conjugate phase method, the phase difference between the signals at echo times $T_{E1}$ and $T_{E2}$ can be written as:

$$\psi_{i,j}(x,y) = 2\pi \Delta B(x,y) T_{E2} - \Delta B(x,y) T_{E1} + \Delta \Omega_{i,j}(x,y) + 2\pi n_{i,j}(x,y),$$

where $\Delta B(x,y)$ is the field inhomogeneity map, $\Delta \Omega_{i,j}(x,y)$ is a random variable denoting the phase contribution of the additive noise and $n_{i,j}(x,y)$ is a phase wrapping integer which forces $\psi_{i,j}(x,y)$ to be in the range of $[-\pi, \pi]$. The estimated field map derived from (1) can thus be written as:

$$\hat{B}_{i,j}(x,y) = \Delta B(x,y) + n_{i,j}(x,y) + \frac{\Delta \Omega_{i,j}(x,y)}{\Delta T_{E2}}.$$

Ignoring noise momentarily, it is clear from (2) that the computed estimate $\hat{B}_{i,j}(x,y)$ deviates from the true value $\Delta B(x,y)$ by $n_{i,j}(x,y)/\Delta T_{E2}$. Because $n_{i,j}(x,y)$ is unknown, the solution set consists of a grid of discrete points, uniformly spaced by $\Delta T_{E2}$. Obviously, the solution we seek corresponds to $n_{i,j}(x,y) = 0$. The main challenge is that the location of such a solution on this grid is not known a priori. We claim that this ambiguity could be resolved with a third acquisition. Performing a similar analysis using echo times $T_{E1}$ and $T_{E3}$, we readily see that the solution set from this acquisition pair is a grid of points now separated by $\Delta T_{E3}$. With a careful choice of $\Delta T_{E2}$ and $\Delta T_{E3}$, the only overlapping points between these 2 grids is the solution that corresponds to $n_{i,j}(x,y) = n_{i,k}(x,y) = 0$. This novel observation constitutes the basis of our proposed method, Grids for Robust and Efficient Estimation of Field-maps (GREEF). Extending this framework to account for noise requires the consideration of a grid of line segments instead of a grid of points. The lengths of the segments are determined by the noise statistics and represent the confidence interval in which the estimated field map values $\hat{B}_{i,j}(x,y)$ and $\hat{B}_{j,k}(x,y)$ reside. Furthermore, it is possible to optimally select the echo time such that the overlap between the two grids of segments is minimized. We summarize the full GREEF method as follows.

(i) Given a model of noise statistics as a function of echo time, we determine the optimal $T_{E1}$, $T_{E2}$ and $T_{E3}$ which would guarantee both: (a) maximum separation between segments $V(n_{i,j}(x,y), n_{i,k}(x,y)) = 0$; (b) minimum variance estimate of field inhomogeneity value while a short echo time difference yields unreliable measurements.

(ii) We formulate this problem as a numerical programming routine solved with adaptive Simulated Annealing. This is run once, offline, prior to acquisition.

(iii) We acquire 3 GRE images at the prescribed echo times.

(iv) In post-processing, for each pixel $(x,y)$, we populate the two grids according to (2) and, determine the most likely overlapping segment. We then combine the measurements in that segment, pixel-by-pixel, using minimum Mean Squared Error (MSE) methods. No further post-processing is performed on the images.

Results: Data were collected on a 3T scanner using a cylindrical water phantom containing oil and air running in tubes along its long axis. At 3T, the inhomogeneity is expected to be around $\pm 400$ Hz in the oil regions. This implies that the shortest echo time difference between the echoes, $\Delta T_{E\text{min}}$, needed in order to correctly estimate field map values in this range can not exceed 1.6 ms. The slice thickness was set to 0.8 mm. We compare the performance of our algorithm to two representative methods from the literature. The first method uses 14 echoes to compute the slope [2] while the second method approximates it using only 3 echoes [1]. Similar to our approach, the method in [1] has a short acquisition time. We first report the results using these methods when $\Delta T_{E\text{min}}$ is larger than 1.16ms. Figure 1a shows the resulting field map obtained using the 14-echo method, with the echoes incorrectly chosen to be 1.2ms apart, between 6 and 21.6ms. Figure 1b shows the field map obtained with the 3-point method, with $T_{E\text{min}} = 6.7, 12.5$ms. As can be seen, despite generating low noise, smooth estimates inside water, both methods failed to yield correct field map values inside oil (arrows in Figure 1b), as expected. We attempted to remedy this situation by decreasing $\Delta T_{E\text{min}}$. The result shown in Figure 1c and Figure 1d for the 14-point ($T_{E\text{min}} = 6.6, 6.8, 7.6, ..., 17.7$ms) and 3-point methods ($T_{E\text{min}} = 6, 6.9, 15$ms) respectively. Despite observing an improvement in the estimate inside oil, both methods now yield high variance noisy estimates. The result obtained using the proposed GREEF method is shown in Figure 1e. The vast improvement in field map quality as compared to the other methods is clearly visible. We can see that GREEF was able to estimate the field map efficiently and robustly, both inside water and oil. The echo times used by GREEF are $T_{E1} = 10.3$ms, $T_{E2} = 13.3$ms and $T_{E3} = 8.3$ms. These values were chosen by the optimizer to yield efficient and robust results over an inhomogeneity range of $[-480, 480]$Hz for slices with a minimum T2 of 100ms and a minimum SNR of 6 (15dB). The resulting grid guarantees a confidence value of $\pm 0.1$Hz in the field map estimate at an SNR of 6. It is worth emphasizing that GREEF was able to correctly disambiguate the field maps values without phase unwrapping despite the fact that $\Delta T_{E\text{min}}$ in data acquisition was larger than 1.16ms. Removing the upper limit on $\Delta T_{E\text{min}}$ enables our method to obtain robust high quality estimates across an arbitrary spectral range of interest. This demonstrates GREEF's capability in overcoming the noise-high dynamic range trade-off in field map estimation.
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