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1. INTRODUCTION

When put into the magnetic field of an MRI scanner, a tiny but detectable fraction of the protons present in water in the body will align with this strong, steady magnetic field. During imaging, the tissue of interest is occasionally subjected to a brief electromagnetic radio-frequency (RF) pulse, essentially tilting the aligned protons off the axis of the main magnetic field. The protons then precess around the main field axis at a known frequency proportional to the main magnetic field. That field can be manipulated to identify the location of certain types of activity. The rate of precession can be used, for example, to encode the spatial position of the protons for imaging, by creating a gradient in the magnetic field along one direction [1]. The protons then precess at different frequencies depending on their location, as the magnetic field that they experience is due to both the main magnetic field and the applied imaging gradient. Signal intensity and spatial localization in MRI rely on a uniform magnetic field existing throughout the sample of interest. Much effort is devoted to properly designing and shimming the main magnetic field to achieve uniform intensity.

However, these efforts to create a uniform magnetic field are limited by the fact that different tissues and materials possess a property called magnetic susceptibility, a property that reflects the magnetizability of a substance. This magnetic susceptibility, denoted by $\chi$, affects the magnetic field that protons experience inside that tissue or material. Different tissues and air spaces in the body possess different magnetic susceptibility, which can lead to artifacts during imaging. Since this effect disrupts the uniformity of the magnetic field, it is referred to as magnetic field inhomogeneity or bulk magnetic susceptibility (BMS). In the brain, the magnetic susceptibility differences between soft tissues ($\chi = -9 \times 10^{-6}$) and air ($\chi = 0.4 \times 10^{-6}$) result in field inhomogeneity, especially at regions around air/tissue interfaces [2]. Therefore, certain regions in the brain are particularly problematic to image, including the orbitofrontal cortex and amygdala, which are of very considerable interest in functional MRI for cognitive, affective, and clinical psychophysiology. Several types of artifacts exist due to the resulting distribution of magnetic field values: image distortion, signal loss, and deviations in k-space sampling trajectory.

Figure 1 provides an example of the image distortions and signal loss that result from air/tissue magnetic susceptibility differences in fMRI images, which are weighted to reflect susceptibility differences in blood for the BOLD contrast. Many of the imaging artifacts that will be discussed are present in all types of imaging, to some extent. However, due to the desired susceptibility weighting in functional MRI, we will discuss field inhomogeneity effects with respect to the fMRI application. Generally, fMRI images are collected as gradient echo images with fairly long echo times (25-40 ms) and as single-shot acquisitions with long data acquisition windows. These properties contribute to susceptibility-induced signal loss and geometric image distortions, respectively. Susceptibility-induced signal loss is a function of the magnetic field gradients through a voxel and increases with slice thickness and echo time in gradient echo acquisitions. In Figure 1, note the dramatic signal loss in lower-right portion of panel (d). BMS-induced image distortions are a function of phase accumulations during the data acquisition readouts and increase with increasing data acquisition times and decreasing bandwidth of the readout. Even though spin echo acquisitions do not suffer from susceptibility-induced signal losses, they still display similar levels of BMS-induced distortions. This is critical for diffusion weighted imaging and other structural acquisitions that use long data readouts, including single-shot acquisitions.

In the sections that follow, we consider these susceptibility effects and mechanisms to correct them.
Figure 1: Two types of image artifact resulting from bulk magnetic susceptibility differences near air/tissue interfaces in the brain. A gradient echo (GRE) EPI simulation based on a measured image and field map is shown in (a-c): (a) reference image, (b) geometric distortion only (EPI with 0.7 ms echo spacing), (c) signal loss from dephasing only (EPI with TE 30 ms). In vivo data from axial GRE EPI acquisition at 3T, combined and viewed in the mid-sagittal plane: (d) 7 mm thick slice, (e) 3 mm thick slice.

2. FIELD INHOMOGENEITY INDUCED DISTORTION

The BMS-induced distortion artifact depends on the data acquisition (k-space) trajectory and timing [3]. For a Cartesian acquisition (i.e. EPI), the BMS causes a significant geometric shift in image space along the slow-acquisition axis, i.e. the phase encode axis [4]. For a non-Cartesian acquisition, such as the spiral trajectory, the slow-acquisition axis is in the radial direction and blurring results in the radial direction [5].

The impact of field inhomogeneity on image distortion relies on the speed of acquisition of k-space for single-shot methods. Bandwidth of an acquisition is the inverse of the time space between samples. Usually, this is only relevant in the slow direction, i.e. phase encode direction for EPI and radial direction for spiral. Bandwidth per pixel is the bandwidth divided by the number of pixels in the slow direction. For EPI acquisitions, the bandwidth per pixel (BWPP) of the readout is equal to the inverse of the acquisition time. To calculate the geometric distortions or blurring that result from a certain level of field inhomogeneity, simply divide the value of the field map (in Hz) by the BWPP. For a single-shot spiral acquisition that is not variable density, the radius of the blurring distortion will be equal to the inverse of two times the data acquisition window, since the number of turns is usually half the matrix size. With a readout duration ($T_{ACQ}$) of 20 ms for a 64x64 imaging matrix, we can get the radius of the blur in pixels in image space, $\delta$, due to a certain field inhomogeneity ($FI$). For example, consider a field inhomogeneity of 100 Hz. For the acquisition above, the distortion radius of the point spread function in image space would approximately be:

$$\delta = FI \left( \frac{1}{2T_{ACQ}} \right) = FI \times 2T_{ACQ} = (100 \text{Hz}) \times (2 \times 20 \text{ms}) = 4 \text{ pixels}.$$  

Many correction methods exist to compensate for the BMS-induced accrual of phase during the data readout and, hence, undo the resulting image distortions. Most methods start with a measurement of the distribution of the magnetic field resulting from BMS-induced inhomogeneities, i.e. form a field map (see field map estimation section). After estimating a field map, correction methods proceed to compensate for the distortions. In the following, a sampling of several distortion correction approaches is given.

**EPI Specific Distortion Corrections:**

For EPI trajectories, a common and effective way to correct image distortions is to form a pixel-shift map that remaps the pixels to their original, undistorted locations [4, 6-8]. Often such distortion mapping techniques do not require complex-valued images in order to perform the correction. Several routines are available for correcting EPI data, including the Fugue utility in FSL (www.fmrib.ox.ac.uk/fsl/fugue).

As an alternative to starting with a measured field map, some techniques can estimate image distortions by acquiring two EPI images with different encoding schemes. For example, the phase encode direction can be flipped between two acquisitions effectively flipping the image distortion directions [9-11]. These two images can then be used to find the distortion field. Another technique for correction of image
distortions in EPI using multiple acquisitions is called Phase Labeling for Additional Coordinate Encoding (PLACE) [12]. In PLACE, two EPI acquisitions are acquired with a slight offset in the phase encoding, resulting in a linear phase in the difference between the two undistorted, complex-valued images. That linear phase is used to map the distorted pixel locations back to their correct locations.

**General Image Distortion Correction**

For spiral and other non-Cartesian acquisitions, the conjugate phase method is employed to undo the BMS-induced phase by multiplying the data by the conjugate of the phase accumulated; found from multiplying the field map by the timing during the acquisition [13-15]. The expression for the conjugate phase reconstruction can be given by

\[ \hat{f}(r) = \sum_{l=1}^{L} s(k_l) \exp\left(\frac{i2\pi}{r} \omega(r) t_l \right) \exp\left(\frac{i2\pi}{r} k_l \cdot r \right), \]

where \( s(k) \) is the signal in k-space at location \( k \), \( \omega(r) \) is the field map in Hz at image position \( r \), \( t \) is the time at which sample \( k \) is acquired during the data readout, and \( M \) is the number of data samples in k-space. Note that the conjugate phase method performs well when the magnetic field inhomogeneity is spatially smooth, which restricts significant overlap of point spread functions in adjacent voxels [13]. Normally, non-Cartesian data can be efficiently reconstructed using the gridding technique when field inhomogeneity is ignored [16]. However, due to the dependence of the field inhomogeneity term on both spatial position and time, gridding cannot be applied directly with the phase compensation. Instead, time-segmented [13] and frequency-segmented [14] versions of gridding are used.

Several other methods have been used to correct for magnetic field inhomogeneity. The SPHERE method uses a field map that is also measured in a BMS-distorted acquisition [17]. Another method utilizes an auto-focusing approach that attempts to refocus the point spread function [18, 19]. Also, more advanced iterative image reconstruction methods have been developed that account for a variety of physical effects, including field inhomogeneity. Iterative reconstruction approaches model the phase accrual due to field inhomogeneity and result in more accurate image reconstructions near air/tissue interfaces [20-22].

**Iterative Reconstruction**

The iterative techniques begin with a forward model of the MRI signal that includes magnetic field inhomogeneity effects [20-22]. In [22], the image is modeled with voxels that are piece-wise constant, having a constant intensity and a constant field map offset due to BMS (Eqn 1).

\[ s(t_m) = \Phi(k(t_m)) \sum_{n=1}^{N} f(r_n) \exp(-i2\pi k_m \cdot r_n) \exp\left(-i2\pi \omega(r_n) t_m \right), \text{ for } m = 1, ..., M, \]

where \( s(t) \) is the signal, \( f(r) \) is the image of the contrast-weighted spin density of the object, \( \omega(r) \) is a measure of the magnetic field map in Hz (with a minus sign convention), \( N \) is the number of pixels, \( M \) is the number of data points in k-space, and \( \Phi(k(t)) \) is the Fourier transform of the voxel indicator function, \( i.e. \text{sinc}(\Delta_x k_x(t)) \text{sinc}(\Delta_y k_y(t)) \), where \( (\Delta_x, \Delta_y) \) is the \( (x, y) \) dimension of the voxel. Using this signal model, a computationally efficient iterative reconstruction algorithm was developed that accurately reconstructs images corrected for BMS-induced geometric distortion and blurring [22].

**3. SUSCEPTIBILITY-INDUCED SIGNAL LOSS (SISL)**

In addition to the image distortions, BOLD-based fMRI and other gradient echo imaging methods also suffer from susceptibility-induced signal loss (SISL) due to spin dephasing within a voxel, as the voxel size is usually quite large (~3-5 mm on a side), and the echo times (TE) are quite long (25-40 ms). Spin dephasing results from gradients in the magnetic field, such as near an air/tissue interface, causing protons within a voxel to experience slightly different magnetic field strengths across a voxel. The spins accumulate phase relative to their position within the voxel and signal cancellation occurs.
Several methods have been proposed to address signal cancellation: several acquisition-time interventions and one image reconstruction approach.

1) **External/Internal Shims:** Improve shimming in orbitofrontal region by using devices such as a dielectric mouth insert [23-25], mouth shim coil [26], or dielectric foam [27]. This method requires subject-specific customization of hardware and may cause degradations in magnetic field uniformity elsewhere in the brain.

2) **Tailored RF pulses:** Use RF pulses to apply a phase profile that counteracts the signal dephasing profile [28-30]. The recent development of transmit SENSE may make this more feasible [31].

3) **Modifying pulse sequences:** Several modifications of pulse sequences have been developed to trade acquisition time for improved signal in high susceptibility areas. Note that both of the following approaches focus on gradients in the slice-select direction as this is usually the largest dimension. The simplest approach to mitigate SISL is to reduce the dimensions of the voxel in the slice-select direction [32-34]. An example from our own investigation of the gains in signal recovery by reducing slice thickness is shown in Figure 1(d, e). A second family of methods using an acquisition modification uses an imbalanced slice-select gradient as compensation [35-38]. Several different unbalanced slice-select gradients are used to compensate for varying BMS-induced gradients within a slice. A single-shot methodology has been developed to measure two functionally weighted images simultaneously, one with a single z-compensating gradient and one without any compensation [39, 40]. Recently a sequence was presented that acquires spiral-in and spiral-out images with a Z-shim gradient between them to compensate for the signal loss [41, 42]. However, a different imbalanced gradient is needed to address different BMS-induced gradients within a slice, which may require additional acquisitions to fully compensate a slice.

4) **Iterative reconstruction approach for signal loss correction and distortion correction**

The signal model (as shown in Eqn 1) models the object and the magnetic field distribution as piece-wise constant, so the magnetic field is assumed to be constant within a voxel. Further work has extended this signal model to include linear variation of the magnetic field across a voxel, enabling a piece-wise linear approximation within a voxel [43-45]. The piece-wise linear model allows for an image-based recovery of signal loss due to BMS-induced dephasing. The piece-wise linear expansion will be used for the field map, allowing for weighting the phase accrual across a voxel. However, since we are constructing an image to be displayed as constant-intensity pixels, the piece-wise constant expansion is kept for the object. With the piece-wise linear model for the magnetic field map only, the signal model becomes:

\[ s(t_n) = \sum_{m=1}^{M} \Phi \left( k_x(t_n), k_y(t_n), X_n, Y_n, Z_n \right) f(r_n) \exp(-i2\pi k_m \cdot r_n) \exp(-i2\pi \omega_n r_n), \quad \text{for} \ m = 1, \ldots, M \]  

(2)

where \( \Phi(k_x(t),k_y(t),X_n,Y_n,Z_n) = \text{sinc}(\Delta_x k_x(t) + X_n t) \text{sinc}(\Delta_y k_y(t) + Y_n t) \text{sinc}(\Delta_z k_z(t) + Z_n t) \), with \( (X_n,Y_n,Z_n) \) denoting the linear slopes in the magnetic field distribution in \((x,y,z)\) over voxel \( n \).

With the signal model given in Equation (2) along with the magnetic field map and the gradients of that field map, we can construct an iterative image reconstruction algorithm that attempts to estimate the image required to create the observed signal. An example fMRI data set was acquired with a 4 mm slice thickness and a 64x64 matrix size. In addition to the fMRI acquisition, a multi-echo field map was acquired with a 2 mm slice thickness with adjacent slices matching the slice prescription of the 4 mm acquisition. The multi-echo field map acquisition was used to estimate both the field map values and the gradients, which were calculated as numerical gradients of the higher resolution field map. Figure 2 panel (d) demonstrates the performance of the image reconstruction approach: the region of BMS-induced signal loss is much reduced for piece-wise linear field map [43].
Figure 2. EPI data set reconstructed with varying levels of correction for BMS-induced distortions and signal loss. (a) Reference anatomical image, (b) uncorrected fMRI image with BMS-induced distortion and signal loss, (c) iterative reconstruction with piece-wise constant field map showing reduced BMS-induced geometric distortions, (d) iterative reconstruction with piece-wise linear field map showing reduction of BMS-induced signal loss along with further reduction of image distortion.

4. DISTORTION OF K-SPACE TRAJECTORIES: EFFECTS OF GRADIENTS OF FIELD INHOMOGENEITY

In the discussion above, two susceptibility effects were discussed: the zeroth order effects of BMS-induced image distortions and the first-order through-plane effect of BMS-induced signal loss. Besides these effects, gradients in the magnetic field inhomogeneity can cause additional effects in the reconstructed images. In [46], a method was presented to analyze the changes in point spread function that result from both zeroth and first order effects of the magnetic field inhomogeneity in a spiral acquisition. Without loss of generality, we can consider the effect of a gradient in the magnetic field inhomogeneity in the x-direction. This effect is in addition to the effects given in Equation 1. The additional gradient in a voxel due to the magnetic susceptibility creates an effective k-space trajectory that deviates from the intended imaging trajectory. The effective trajectory can be found by integrating the net gradient, which is given by,

$$G_x^{TOT}(r) = G_x^{IMAGING} + G_x^{SUSC}(r)$$

where $G_x^{TOT}(r)$ is the net gradient in the voxel at position $r$, $G_x^{IMAGING}$ is the applied imaging gradient in the x-direction (same for every voxel), and $G_x^{SUSC}(r)$ is the gradient in the magnetic susceptibility induced field map in the x-direction at voxel position $r$. This results in a k-space trajectory that is spatially varying. The local shifts in the k-space trajectory can cause difficulties in properly compensating the sample density for reconstruction and can result in echo time shifts for different voxels in an imaging experiment. Additionally, the shifts may result in signal loss if the k-space trajectory is shifted far enough that the center of k-space is not sampled [47].

Several studies have examined these effects on the reconstructed image. In [47], a maximum echo time for gradient echo experiments was determined to achieve sufficient sampling of the signal intensity in a voxel with a given gradient distribution. In [48], the stretched and compressed spiral k-space trajectories resulting from the susceptibility gradients were included in calculations of sample density compensation. It was found that much of the residual pile-up artifact that persists after conjugate phase reconstruction can be corrected by taking into account the sample density function of the net k-space trajectory at the origin. Finally, due to the echo time dependence of the BOLD signal, the spatially dependent shifts in echo time can also effect sensitivity in fMRI studies in regions with high gradients in the magnetic field inhomogeneity distribution [49].

5. ROLE OF PARALLEL IMAGING IN REDUCING BMS DISTORTIONS

In addition to devices reshaping the magnetic field and sequence modifications for signal recovery, a major advance in MRI data acquisition has been the use of parallel receiver networks. Instead of using a single volume receive coil, arrays of receiver coils are arranged around the object with each receiver coil being sensitive to a subset of the object. By taking advantage of the localized sensitivity of the receiver coils, several methods have been developed to acquire data more quickly by subsampling the data space.
Full field-of-view, unaliased images are reconstructed by considering the spatial sensitivity of the individual receiver coils. By reconstructing images from subsampled k-space, data acquisition time for a single image is shorter. The reduction in data readout time results in less BMS-induced distortions in the image. Parallel image reconstruction can occur in image space as in SENSE [50], k-space as in GRAPPA [51], or other methods [52]. An example of a SENSE reconstruction, without field inhomogeneity correction, from a 32-channel head coil on a Siemens 3 T Trio scanner using constant density spirals is shown in Figure 3.

### 6. ESTIMATION OF MAGNETIC FIELD INHOMOGENEITY MAPS

As mentioned above, image reconstruction approaches for correction of BMS-induced distortions and dephasing require measurements of the magnetic field inhomogeneity. Traditionally, magnetic field inhomogeneity maps are measured prior to or subsequent to functional MRI acquisitions using two different echo times [53]. The expression for the field map (FM) in rad/sec is,

$$ FM = \frac{\angle I(TE + \Delta t) - \angle I(TE)}{\Delta t} $$

where $I(TE+\Delta t)$ is the image acquired at an echo time of $TE+\Delta t$ and $I(TE)$ is the image acquired at echo time $TE$. See Figure 4 for an example phase map at a short echo time (1.5 ms).

Traditionally, the magnetic field is measured through a static procedure and does not reflect changes due to subject motion. However, the field distribution around air/tissue interfaces depends on the geometry of those interfaces and their orientation with respect to the main magnetic field [23, 54]. Subject movement can cause nonlinear changes in this field distribution and its gradients [3]. In order to accurately correct for dynamic BMS effects, the magnetic field distribution must be measured dynamically and in register with the image acquisition. This field map may be measured through multiple echo EPI [55], however, the resulting field maps would themselves suffer from BMS-induced distortions. Recently, several groups have proposed methods to jointly estimate the field-corrected image and the distorting magnetic field map from an extended acquisition [21, 56, 57].
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